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Abstract
We build on our prior work on electrostatically directed nanoparticle
assembly on a field-generating substrate (Tsai et al 2005 Nanotechnology 16
1856–62). In this paper we develop a data set for particle size-resolved
deposition, from which a Brownian dynamics model for the process can be
evaluated. We have developed a trajectory model applied to positioning metal
nanoparticles from the gas phase onto electrostatic patterns generated by
biasing p–n junction substrates. Brownian motion and fluid convection of
nanoparticles, as well as the interactions between the charged nanoparticles
and the patterned substrate, including electrostatic force, image force and van
der Waals force, are accounted for in the simulation. Using both experiment
and simulation we have investigated the effects of the particle size, electric
field intensity, and the convective flow on coverage selectivity. Coverage
selectivity is most sensitive to electric field, which is controlled by the
applied reverse bias voltage across the p–n junction. A non-dimensional
analysis of the competition between the electrostatic and diffusion force is
found to provide a means to collapse a wide range of process operating
conditions and is an effective indicator of process performance.

(Some figures in this article are in colour only in the electronic version)

Nomenclature

T System temperature (K)
k Boltzmann constant (1.38 × 10−23 J K−1)
−Vbias Reverse bias voltage (V)

6 Author to whom any correspondence should be addressed.

U Free stream velocity (m s−1)
vg Convective flow velocity (m s−1)
εs Permittivity of medium
�t Time step (s)
n Number of unit charges on a particle
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mp Mass of a particle (kg)
d Diameter of a particle (m)
S Particle–particle shortest distance (m)
B Particle mobility (N−1 m s−1)
β Friction constant
Cc Slip correction factor
D Diffusivity of a particle (m2 s−1)
μ Viscosity of N2 (1.77 × 10−5 N s m−2)

λ Mean free path of the gas (m)
ρg Density of N2 (kg m−3)

1. Introduction

Functional nanoparticles have been widely considered as the
building blocks of potential electronic, optoelectronic, and
sensing devices [1, 2]. For many applications of nanoparticles,
in for example sensors or other electronic devices, precise
positioning for integration into a working device becomes
a considerable challenge. The production of nanoparticles
using gas-phase methods has the advantage of a clean,
continuous process which can be operated at atmospheric
conditions without requiring any vacuum environment or
solvent medium [2]. An additional advantage is that charge
can be readily placed on nanoparticles, which can be used both
to conduct size selection or filtration, and to direct deposition
through the implementation of electric fields. Electrostatic-
directed methods have been used previously with some
success [3–6], and they suggest a good strategy to achieve this
alignment. In our previous work [6], we directed the deposition
of particles using a substrate with lateral and vertical tunable
fields. This was achieved by using an array of biased p–n
junction-patterned substrates to generate a pattern of tunable
electric fields, which enabled us to form stable charge patterns
on the substrate. Using unipolarly charged Ni nanoparticles we
observed that with sufficient reverse bias on the p–n junction
we could achieve selective deposition on the specific positions
on the substrate. Under the right conditions we achieved very
high coverage selectivity (∼100%), and stripe-like deposition
patterns of nanoparticles (∼500 nm in width).

The success of this work suggested further investigation
into the particle size dependence of coverage selectivity, and
some consideration of the ultimate resolution that could be
achieved in this patterning approach. In this paper we
discuss an expanded set of experiments using size-segregated
(monodisperse) particles. These data form the basis for the
development of a validated Brownian dynamics model.

2. Experimental details

To understand the nature of the deposition process we employ
an approach to prepare unipolarly charged nanoparticles with a
very narrow size distribution (∼ monodisperse). Figure 1(a)
presents a schematic diagram of our experimental system.
Silver nanoparticles were synthesized by a spray pyrolysis
method [7]. The choice of silver was based on an eventual goal
of using these particles for surface plasmon resonance (SPR)
biosensing devices [8]. A silver nitrate (99+%, Aldrich)/water
solution was atomized into droplets (∼2 μm) and passed to
a 850 ◦C flow reactor in nitrogen. At this temperature the
metal nitrate is converted to a pure silver aerosol with a rather

wide particle size distribution [21, 22]. We employ ion-
mobility separation of charged particles to create a narrow size
cut using a differential mobility analyzer (DMA) [6, 9, 23].
The output of the DMA, which operates like a band-pass
filter, provides an output of unipolar charged monodisperse
aerosol. The number concentration of monodisperse particles
was ∼105–106 cm−3 at a flow rate of 1 lpm (litres per
minute). These aerosol particles were then delivered to a
second tube-furnace at 600–800 ◦C for the purpose of creating
spherical nanoparticles. A unipolar charging process [6, 10]
was applied to maximize the charges before deposition. These
nanoparticles were delivered to the deposition chamber. A
more detailed description of the nature of the p–n junction
substrate can be found in our previous publication [6]. Briefly,
the p–n junction-patterned substrate was n-type GaAs (Si
doped, 1018 cm−3) coated with SiO2. Photolithography was
used to define lines for the p-type doping. The p-type doping
was created by ion implantation of Zn+ ions (1019 cm−3)

through the SiO2 layer. The photoresist was then removed
and the oxide layer stripped before rapid thermal annealing
for activation of the Zn+ ions. Reverse bias was applied by
connecting the p-type doped contact pad with the cathode of
the DC power supply, and the n-type doped substrate with
the anode of the power supply. For particle deposition, the
p–n junction-patterned substrate was placed in a deposition
chamber (9 cm internal diameter and 10 cm in height) with
an aerosol feed nozzle (2 mm internal diameter) 1 cm above
the substrate.

We prepared three different sized Ag nanoparticles, 30, 50,
and 70 nm in diameter, for our studies. The deposition process
was the same as we described in our previous work [6], and
is schematically shown in figure 2. For this study, we chose
to work with negatively charged particles. The applied reverse
bias voltage across the substrate was varied from 0.1 to 0.9 V,
and the current measured was always less than 0.02 mA. A
two-dimensional (2D) electric field is generated from the de-
pletion regions of the p–n junction and is employed to steer the
incoming nanoparticles flowing in the boundary layer (details
are described in section 3). The nanoparticle deposition pattern
was observed with a Hitachi S-4000 field emission scanning
electron microscope (SEM) operated at 4–6 kV.

To quantify the difference in particle deposition between
the p-type and n-type regions, we define a coverage selectivity
of n-type to p-type regions as follows [6].

Coverage selectivity = CN − CP

CN
× 100% (1)

where CP and CN are the coverage of particles deposited on the
p-type and the n-type regions determined by digital processing
of the SEM images.

3. Theoretical model of electrostatic-directed
assembly

In this study we have developed a trajectory model based
on the force balance on an individual particle approaching
the surface of a p–n junction-patterned substrate. The flow
field is illustrated in figure 1(b). For a stagnation point flow,
such as we have, the flow carrying the nanoparticles will turn
parallel to the substrate, to form the boundary layer [11, 12].
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Figure 1. (a) Schematic of the experimental system. (DMA: differential mobility analyzer; CPC: condensation particle counter). (b) Flow
field above a p–n junction-patterned surface. δ represents the thickness of boundary layer.

We analyze the nanoparticle patterns at a location 0.3 cm
from the stagnant point (xf = 0.3 cm), where the flow is
essentially parallel to the substrate. From a mass balance the
boundary layer integrated velocity parallel to the substrate can
be evaluated.

Q = (πxf) × δ × U. (2)

Here, Q is the flow rate of carrier gas (∼1 lpm), and U is the
free stream velocity. For a stagnation point flow the boundary
layer thickness δ can be estimated as [11]

δ = 5xf√
ρgU xf

μ

. (3)

Here, ρg is the density of N2 carrier gas, and μ is its viscosity.
Using typical values yields δ ∼ 1 mm. For a stagnation

flow the convective flow velocity parallel to the substrate can be
expressed as a function of height Yf above the substrate as [11]

vg = U sin

(
πYf

2δ

)
. (4)

The deposition process of nanoparticles can be thought
to involve two limiting regimes [12]. In regime 1 the weak
interaction between the incoming particle and the substrate
means that particle motion is governed by convective and

Brownian motion. In regime 2 the particles are sufficiently
close to the substrate, such that the interaction between an
incoming nanoparticle and the substrate strongly influences the
particle trajectory [6, 12]. The net external force acting on a
particle, �Fext, is given by

�Fext = �Fe + �Fi + �Fvdw, (5)

where �Fi and �Fvdw are the image and van der Waals,
respectively, and where �Fe is the electrostatic force between a
charged particle and the charges generated from the depletion
zones of the p–n junctions. It can be evaluated from n, the
number of unit charges on a particle, and E , the electric field.

�Fe = ne �E. (6)

For our experimental conditions, nearly all particles are
singly charged as they exit the mobility classifier; therefore
n = 1 [13, 14]. For the electric field, �E, we first solve the
Laplacian equation ∇2V = 0 [15] for the electrical potential
distribution, V (X, Y ), near the substrate. Due to the linear
nature of the substrate patterning, we solve the Laplacian
equation in two dimensions, with the following boundary
conditions.

V

(
− L1

2
, Y

)
= V

(
L1

2
, Y

)
(7a)
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Figure 2. (a) Description of the surface potential, Vs, of a reverse-biased p–n junction. (b) Description of our trajectory model. Two pairs of
p–n junctions are located in the specific position of a control volume with a periodic boundaries between X = −L1/2 and X = +L1/2. The
length of the n-type region is 30 μm, and the length of the p-type region is 1 μm. The initial position of particles for initialization of
trajectories is Y � 10 μm, and 0 < X < L1/2. Regime 1 is at Y > 200 nm, and regime 2 is at 0.5d < Y < 200 nm. d is the particle
diameter.

∂V

∂ X

∣∣∣∣
X=− L1

2

= ∂V

∂ X

∣∣∣∣
X= L1

2

(7b)

V (X, 0) = Vs(X) (7c)

−∂V

∂Y

∣∣∣∣
Y =H

= EH , (7d)

where the X -coordinate is the direction parallel to the substrate
surface and normal to the p-stripes, the Y -coordinate is normal
to the substrate surface, and L1 is the spatial period of the
p–n junction array, i.e. the sum of the widths of the p-type
and the width of the n-type regions. Vs (X) is the surface
potential across the p–n junction, and EH the electric field
strength at the position H above the substrate. Equations (7a)
and (7b) specify the periodic boundary conditions in the X -
direction, equation (7c) specifies the potential on the p–n
substrate, and equation (7d) specifies that the E -field beyond a
vertical distance H from the substrate be uniform. We employ
a simplified model for the potential Vs(X) on the substrate
surface, assuming the abrupt junction model and step-wise
charge distributions for the depletion region. Based on these
assumptions, the lateral variation of Vs(X) can be written
explicitly as shown in figure 2(a), where x2 = Lp/2 + �wn

and x1 = Lp/2 − �wp. (−Vbias) is the reverse bias voltage

applied across the p–n junction. Na is the ionized acceptor
concentration in the p-type region (∼1019 cm−3), and Nd is the
ionized donor concentration in the n-type region (∼1018 cm−3),
�wn and �wp are the widths of the depletion zone in n-type
and p-type regions, respectively [6], e is the unit charge (1.6 ×
10−19 C), εs, is the dielectric constant of GaAs (13.1), and ε0

is the permittivity of free space. The analytical solution of the
electrostatic potential distribution for the boundary conditions
described above is the following.

V (X, Y ) = K1 + 4e

ε0εs L1

∑
N=1

(
Na sin(knx1) + Nd sin(knx2)

− (Na + Nd) sin

(
kn L p

2

))
cos(kn X)

k3
n

e−kn Y (8)

K1 = e(Na�w3
p + Nd�w3

n)

3ε0εs L1
+ (−Vbias)

(
1 − L p

L1

)
, (9)

where kn = 2Nπ/L1, and the corresponding electric field
components Ex and Ey are

Ex = −dV

dX
, (10)

Ey = −dV

dY
, (11)
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which are linear in (−Vbias). In addition to the applied
electrical force, we also consider the image and van der Waals
forces in equation (5) as given by [12]

Fi = − (ne)2

4πεN2ε0(2Yf)2

εGaAs − εN2

εGaAs + εN2

(12)

Fvdw = −2AH

3

(
d
2

)3

(
Yf − d

2

)2(
Yf + d

2

)2 . (13)

By combining the effects of the external forces, drag,
convective flow, and Brownian motion, we can obtain analytic
solutions for the particle trajectories by integrating the
Langevin equation [16, 17]. The analytical solutions of the
velocity and the displacement of a particle in the X -direction
during a characteristic time step, �t = tN − tN−1, are given by

vx,N = vx,N−1e−β�t + Fx,N−1

mpβ
(1 − e−β�t ) + B1,x (14)

xN = xN−1 + 1

β

(
vx,N + vx,N−1 − 2Fx,N−1

mpβ

)

×
(

1 − e−β�t

1 + e−β�t

)
+ Fx,N−1

mpβ
�t + vg�t + B2,x . (15)

We can use similar forms to describe the motion in the
Y - and Z -directions except that vg is assumed to be zero in
both the Y - and Z -directions, and Fi and Fvdw, which depend
only depend on the vertical separation distance, are added
to the component of the force acting in the Y -direction. In
equations (14) and (15) B1 and B2 are random functions of
time used to express Brownian motion of a particle, both of
which follow a Gaussian distribution, with a mean value of
zero. The mean-square values of B1 and B2 are expressed in
the following:

〈B2
1,x 〉 = kT

mp
(1 − e−2β�t ) (16)

〈B2
2,x 〉 = 2kT

mpβ2

[
β�t − 2

(
1 − e−β�t

1 + e−β�t

)]
. (17)

Here, k is the Boltzmann constant, T is the temperature,
mp is the mass of a particle, β is the friction constant (β =
3πμd
mpCc

), and β−1 represents tr, the relaxation time of a particle.
N is the step number, Cc is the slip correction factor of a
particle (Cc = 1 + λ

d [2.34 + 1.05 exp(−0.39 d
λ
)]) [18], λ is

the gas mean free path, and d is the particle diameter. For the
size range we consider, Cc ∝ ∼d−1.

To describe the effects of diffusion, the diffusion force is
also calculated from [19].

Fdiff =
(

6πμdkT

Cc�t

)0.5

. (18)

4. Simulation methodology

In our model, we focus on the incoming particle–
substrate interaction, and the resulting coverage selectivity of
nanoparticles deposited on the patterned substrate. Figure 2(b)
is a schematic diagram of our trajectory model in a control
volume. In the X -coordinate, a pair of p–n junctions bound the

Table 1. Simulation time step versus particle size in the weak
interaction regime (1) and strong interaction regime (2).

Diameter (nm)

Regime <30 30 50 70

1 2.5 ns 400 ns 400 ns 400 ns
2 0.25 ns 10 ns 10 ns 10 ns

p-stripe, and the lateral extent corresponds to one period of our
p–n array [6]. We neglect the movement in the Z -coordinate
because the length of the p-stripe is orders of magnitude larger
than the width of the charge depletion zone along the X -
direction. Along the (vertical) Y -coordinate, we define the
surface of the substrate as Y = 0, and set an upper boundary
limit of 5 mm. For the theoretical analysis, we are interested
in the effect of the particle size (d), electric field intensity
(E), and the convective flow (vg) on coverage selectivity. We
explored the role of three parameters d, −Vbias, and U , in our
simulations.

The boundary between regimes 1 and 2 is selected to
be at Y = 200 nm; beyond this the electrostatic interaction
between an incoming particle and the substrate is very small,
Fext < 1 pN. To maintain calculation accuracy, while reducing
the required calculation time, we chose different simulation
time steps, �t , for regime 1 and 2, and for the different particle
sizes. In regime 1, �t was chosen as less than or equal to the
time required for a particle to travel one mean free path. In
regime 2, the particles are sufficiently close to the substrate
that small effects of the choice of time step can lead to changes
in the computed lateral location of deposition to the surface, so
much smaller time steps were used in this region. Because the
electrostatic force varies significantly with height and lateral
location relative to the p–n junction, we chose time steps in
regime 2 such that particles travel a distance no greater than
the p-region of the depletion zone, �wp (∼ 5 nm), in one time
step, as calculated using the electrophoretic velocity, ve. For a
30 nm sized particle, the required time to travel �wp is ∼10 ns
for a field Es ∼ 106 V m−1. The time steps are summarized in
table 1.

The starting height of each particle trajectory was at
Y <= 10 μm, which turned out to be a maximum distance
over which a particle would ever make it to the surface in
the simulation volume considered. We began with randomly
distributed particles over a region 15.5 μm in length along
the X -direction, spanning a p–n junction. Our goal is to
produce a one-dimensional simulation of the variation of the
coverage across both p-type and n-type regions. To reduce
the complexity and calculation time, we did not evaluate the
forces in the Z -direction, i.e. parallel to the p-stripes. In the
defined control volume with a periodic boundary condition in
the X -direction, we considered particles convected by gas flow
in two different directions along X : trajectory L is from the
right to the left, and trajectory R is from the left to the right.
Each trajectory calculation ends when the particle impacts the
substrate.

In order to obtain reasonable statistics, we used a large
number of trajectories, 50 000 for both the L and R cases. The
final positions of the deposited particles were recorded as 1D
simulated deposition patterns for trajectories of type L and R.
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5. Comparison of simulation with experimental
results

5.1. Effect of the electric field

Figure 3 shows SEM images of p–n junction-patterned
substrates following particle deposition for both the smallest
and largest diameter particles we investigated, under various
reverse bias voltages. In our experiments, all Ag particles were
negatively charged in the gas phase so that we see enhanced
deposition in the n-type region under the influence of the
electric field, as expected. Generally, the Ag nanoparticles
were homogeneously distributed into both the n-type and
p-type regions at low bias voltages, (−Vbias) = 0.1 V
(figure 3(a)). With increasing reverse bias voltage, Ag particle
deposition is enhanced in the n-type region over the p-type
region (figures 3(b) and (c)). Significant particle-free zones
are observed to either side of the p-type region (we discuss
the asymmetry below) when (−Vbias) = 0.9 V (figure 3(d)).
In our previous study [6], we observed analogous effects of
the electric field on charged Ni nanoparticles. The raw images
shown in figure 3 may give a misimpression about the effect of
applied bias due to the fact that each deposition had a different
extent of total particle deposit. Quantitatively processing the
results presented in figure 3, we can determine the measured
coverage selectivity for each particle size as a function of
reverse bias voltage, and these are plotted as solid triangles in
figure 4.

We next performed simulations, choosing similar param-
eters of reverse bias voltage, particle size, convective flow ve-
locity, temperature and pressure to those used in the experi-
ments. We see that, in qualitative agreement with experiment,
the simulated coverage selectively (shown by the solid curves
marked with squares) increases with increasing bias voltage for
all three particle sizes, and that coverage selectivities very close
to 100% are indeed predicted by the simulation at the highest
bias voltages. In the simulation, this trend results from how
the dominant forces act on the particles, mainly electrostatic,
diffusion, and drag forces. However, our simulation predicts a
coverage selectivity which initially increases with bias voltage
at a rate ∼3 times faster than that observed experimentally.

The discrepancy between experiment and the simulations
can be understood, at least qualitatively, if the potential drop
across the surface of the p–n junction is reduced from that
within the bulk. In fact, previous direct measurements of the
surface potential across a Si p–n junction using scanning x-
ray photoemission microscopy showed just such an effect [20].
Physically, at least part of this comes from the effect of
electronically active surface states, which result in near-
surface band bending. In principle the observed reduction
might be used to calculate the density of surface states. In
practice, however, the flux of ions to the surface drives the
junction further from equilibrium, making such a calculation
difficult. To account for this reduction we repeated the
simulations, scaling the surface potential difference by an
empirically determined factor of γ = 0.3. This produces
good agreement between the simulation results (dashed lines
marked by diamond points) and experimental data, as seen in
figure 4, for all three particle diameters studied. Note that γ

is an universal factor for various sized particles under different
reverse bias conditions. This factor would be particle property
independent, but may depend on the nature of the substrate.

a

c d

b

a

c d

b

Figure 3. SEM images of Ag nanoparticle deposition patterns. Two
different size particles, 30 and 70 nm, at four different applied bias
conditions. (a) : −0.1 V; (b):−0.5 V; (c):−0.6 V; (d): −0.9 V. Scale
bar: 6 μm.

5.2. The effect of the convective flow

The SEM images recorded at higher bias, where the selectivity
is high, also show a clear asymmetry in the lateral extent of
the particle-free zone. This asymmetry can be understood
as due to the direction of convective flow; in figure 3(d) the
flow is evidently from right to left. Figure 5 demonstrates
this effect, for flows along this direction at a series of flow
velocities. Figure 5(a) shows a simulated trajectory for a singly
negatively charged 50 nm diameter particle across a p-type
region in the absence of Brownian motion. The particle is
initially attracted by the n-type depletion zone (position 1), but
does not quite reach the substrate. Rather it continues above the
p-type region, where the ionized acceptors electrically repel it,
deflecting it upward as it moves out of that region (position
2). After leaving the p-type region, this particle is deflected
downward by the attractive force from the ionized donors in
the n-type depletion zone on the left side of the second junction
(position 3). The heights of the ‘lift-up’ and ‘drag-down’
parts of the trajectory are determined by the flight time of a
particle across the p–n junction and are inversely proportional
to the convective flow velocity. As such the lift-up and drag-
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a

c

b

Figure 4. Coverage selectivity versus various reverse bias voltages. (a) 30 nm particles; (b) 50 nm particles; (c) 70 nm particles. Triangles:
experimental data; squares: simulation data; diamonds: simulation data fitted by a factor, γ ; dashed curve: fitted curve of the simulation data
(diamonds).

down distance increases when the convective flow velocity
is decreased. Simulations of single particle trajectories for
increasing flow velocities are presented in figure 5(b). Without
convective flow (U = 0), the particle travels nearly straight
downward to the substrate with a slight lateral deflection due
to the horizontal field component Ex . For the lower flow
velocities illustrated, U = 0.5, 1, 2 m s−1, the particle reaches
the surface before entering the p–n junction; the lateral distance
from the starting point to place of deposition is 1.5 μm, 2.4 μm
and 3.6 μm respectively. On the other hand, particle ‘lift-up’
and ‘drag-down’ are observed for the larger two velocities,
U = 5, 10 m s−1. Decreasing U from 10 to 5 m s−1 causes
the lift-up distance to increase from ∼0.2 to ∼0.5 μm, and
the drag-down distance to increase from ∼0.03 to ∼0.04 μm,
i.e. the lift-up height is approximately an order of magnitude
larger than the drag-down distance, resulting in a net lift-up
process when a particle crosses a p–n junction. Because the
dopant concentration in the n-type region is lower than in the
p-type region, the attractive force is weaker than the repulsive
force [6]. As such, particles which cross the p–n junction are
convected farther downstream before they are deposited. Due
to the Y -directed electric field, and X -directed convective flow,
it is difficult to avoid asymmetry in the deposition pattern.
One possible way to reduce this would be to more closely
approximate a stagnation point by having multiple particle inlet
jets (micromachined) to minimize the X -component of the flow
and have a flow that is more perpendicular to the substrate.

The convective flow, in addition to creating asymmetry
in the deposit as discussed above, might be expected to
affect coverage selectivity. To evaluate its effect we carried
out simulations at variable gas velocity, vg while Fdiff and
Fe were kept constant. Figure 6 presents the simulated
coverage selectivity as a function of flow velocity for three
different experimental conditions: 30 nm particles at Vbias =
−0.9 V and −0.5 V respectively, and coverage selectivity for
70 nm particles at Vbias = −0.5 V. The results indicate that
reducing the convective flow velocity only slightly enhances
the coverage selectivity. Given this weak dependence, the
convective flow velocity is neglected in the non-dimensional
analysis to be presented later in the paper.

5.3. The effect of particle size

Figure 7 compares the measured and simulated coverage
selectivity we obtained for three different applied reverse
biases, as a function of particle diameters. The solid symbols
show the experimentally determined values and the solid lines
are the simulation results. While the simulation predicts
that the coverage selectivity should decrease with increasing
particle size, the experiment shows such a trend only for
the smallest bias. At Vbias = −0.3 V (circular symbols)
and Vbias = −0.5 V (triangular symbols), the experiment
does show an inverse relationship between coverage selectivity
and particle size. In contrast, the experiment clearly shows
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Figure 5. Analysis of a single particle trajectory without Brownian
motion. (a) Trajectory of a particle at the p–n junction. Curve label 1:
the particle was attracted by n-type depletion zone. Curve label 2: if
not deposited, the particle is lifted up by the repulsive force from the
p-type depletion zone. Curve label 3: when the particle was
convected out of the p-type region, it was dragged down by the
attractive force from the n-type depletion zone. (b) Particle trajectory
at six different convective velocities, U : 0, 0.5, 1, 2, 5 and 10 m s−1.
Particle size: 50 nm. The applied bias voltage is −1 V.

little size dependence or if anything a positive dependence
on size, with selectivity of almost 100% for the 70 nm
particle. The effect of particle size on coverage selectivity
should reflect the size dependence of the competing forces
acting on the particles. We note that the electrostatic force
is directional and is independent of particle size. The
diffusion force (equation (18)) has no preferred direction;
due to the size effects on the no-slip boundary condition
correction factor (Cc), the diffusion force over the range
of particles being considered will have an approximately d1

dependence. In our model these are the dominant forces,
and thus the ratio Fe/Fdiff should physically represent the
extent of directional motion generated by the electrostatic force
over non-directional Brownian motion, and should dominate
the coverage selectivity. Thus in our simulations decreasing
particle size increases the ratio Fe/Fdiff (proportional d−1) and
therefore promotes higher coverage selectivity. This intuitive
interpretation of the results clearly does not hold at higher

Figure 6. Coverage selectivity versus the convective flow velocity
obtained from simulation. U is the free-stream velocity used in the
calculation (0.5–2 m s−1).

Figure 7. Coverage selectivity versus particle size under three
different reverse bias voltages: −0.3, −0.5, and −0.9 V. Negatively
charged particles. Lines represent the simulation of coverage
selectivity. The solid points are experimental coverage selectivity:
square: Vbias = −0.9 V; triangle: Vbias = −0.5 V; sphere:
Vbias = −0.3 V.

bias voltages, where the simulation predicts the same trends
to hold as the lower bias cases although with higher selectivity.
We defer the discussion of the discrepancy between simulation
and experiment until we develop the non-dimension analysis in
section 4.

5.4. Non-dimensional analysis

Because of the large number of variables that can affect the
coverage selectivity, it is useful to employ a non-dimensional
analysis. Clearly of central importance to coverage selectivity
is the competition between the electrostatic force, which is
the driving force for a patterned deposit, and the Brownian
force, which tends to create a random deposit. Based upon our

8
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Figure 8. Non-dimensional analysis. Coverage selectivity versus �.
Diamonds: experimental coverage selectivity of 30 nm particles;
squares: experimental coverage selectivity of 50 nm particles;
triangles: experimental coverage selectivity of 70 nm particles. The
simulation curve, obtained from curve fitting of simulation data
(crosses).

assignment of the dominant interactions, discussed in the last
section, we now introduce a non-dimensional parameter, �,
which is a ratio of kinetic energy generated by the electrostatic
force, WE, to the diffusion energy, Wdiff.

� = 100
we

wdiff
= 0.5mpv

2
e

1.5kT
= (neEy)

2

3kT

× mp B2 ∝ (
Vbias

)2
d3 B2 ∝ V 2

biasd
−1 (19)

where ve is the electrical drift velocity of a particle (ve =
F∗

e B), B = CC
3πμd is the mobility of a particle (B ∝ ∼d−2);

the factor of 100 is just used for convenience. We evaluate
Ey at a fixed position, X = Y = 100 nm, to have a simple
relationship that E is linearly proportional to (−Vbias). The
dependence of � on particle size and applied reverse bias given
by equation (19) shows that � ∝ d−1 and ∝ (−Vbias)

2.
We plotted our experimental data (triangle symbols) for

coverage selectivity as a function of �, shown in figure 8.
Also presented are the results of simulations, represented by
the solid squares with a logarithmic curve fit (solid line). The
clear correlation between coverage selectivity and � for the
range of particle sizes, applied voltage, and conditions studied
does indicate that this parameter provides a reasonable non-
dimensional parameterization.

The modeling curve obtained by equation (19) agrees well
with the experimental data particularly for � < 5. Hence, one
may conclude that the most important factors in this system are
the electrostatic force and the diffusion force, which is affected
primarily by the applied reverse bias voltage and particle size
respectively. On the other hand, when 5 < � < 10, we see
a clear deviation between the model and experimental results.
This was observed earlier for 50 and 70 nm particles at high
reverse bias conditions (−Vbias > 0.7 V, figure 7) where our
model underpredicted the experimental coverage selectivity
by about 10–15%. These discrepancies may arise from the
additional effects that particles that deposit on the surface can

alter the effective field, through image forces, on subsequent
particle deposition. We have observed experimentally that at
higher deposition conditions the particles on a surface act as
attractors to subsequent particle deposition relative to a bare
surface.

We begin by evaluating the effect of particles previously
deposited to the surface on subsequent deposition. It is well
know from experiments on electrostatic particle precipitators
that particles lose their charge when they deposit on a substrate
(i.e. no Coulomb interaction with the gas-phase particles). As
such, particle–particle interactions can be calculated from the
combination of image and van der Waals forces Fi pp and
Fvdw pp given by [12, 23]

Fi pp = −2

[
d2(ne)2

8πε0(S + d)3
− 2d2(S + d)(ne)2

πε0[4(S + d)2 − d2]2

]
(20)

Fvdw pp = −32AH

3

( d
2 )6

S2(S + 2d)2(S + d)3
. (21)

Here, AH is the Hamaker constant (4 × 10−19 J), and S
is the particle–particle distance. Fi pp is negligible (∼ <

10−10 pN when S = 90 nm) compared to Fe (∼0.003 pN when
S = 90 nm, X = 2Lp, and Vbias = −0.7 V). Considering
Fvdw pp, equation (21) indicates that larger sized particles
will increase the attractive force to incoming particles. For
example, when S is 90 nm, Fvdw pp is 1.5×10−4 pN for a 30 nm
particle, but increases by a factor of 20 to 3 × 10−3 pN for a
70 nm particle, which is about equivalent to Fe (∼0.003 pN).
At high coverage selectivity and high surface coverage, the
deposited particles in the n-type region can assist the incoming
particles to be deposited to enhance this coverage selectivity.
This effect should most affect the larger particles. In our
studies the discrepancy between experiment and model occurs
at intermediate values of �. While we are not in a position to
firmly establish this point we believe this is likely because at
low values of coverage selectivity (i.e. low �) the low substrate
coverage mitigates the effects of particle–particle forces, while
at high values of � the coverage selectivity is already so high
as to mask these effects. Thus we only see these effects
at the intermediate values of � where high coverage density
effects of particle–particle interaction can impact the overall
coverage selectivity. A more thorough analysis would require
a detailed analysis and correlation of particle deposition versus
particle–particle separation distance for various particle sizes,
and is beyond the scope of this work. Generally, the minimum
coverage selectivity can still be estimated by � without taking
into account the particle–particle interaction.

We have previously demonstrated that we can obtain
selective deposition with positively charged particles [6]. By
changing the particle polarity, the n-type region now becomes
repulsive. Equation (19) is still applicable for this case;
however, to make the geometric adjustment (the width of
attractive zone is 1 μm and the width of repulsive zone is
30 μm), we introduce a new dimensionless parameter, �2

(= K2�, K2 is a geometry adjusting factor) to evaluate the
performance for depositing particles on the p-type region. For
polydisperse particles (the peak mobility diameter is 50 nm),
K2 is found to be ∼0.4 by fitting the coverage selectivity
results [6]. The implication is that one must increase the
reverse bias voltage in order to obtain the same �.

9
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This analysis indicates that � is an effective indicator
of process performance. If one desires greater than 80%
coverage selectivity, then � should be least 6. However, the
use of the present form of � implies that inertial effects are
relatively weak in comparison with electrostatics, drag, and
diffusion forces. As such this non-dimensional analysis is
limited to higher pressure situations where ballistic deposition
is unimportant.

6. Conclusion

The electrostatic-directed assembly approach has been demon-
strated as an effective method for positioning nanoparticles.
A Brownian dynamic simulation has been developed that can
semi-quantitatively explain most of the behavior observed ex-
perimentally, and can be extended to other geometric and pro-
cess conditions. A non-dimensional parameter � is developed
which provides a guide to expected coverage selectivity.
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